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overall signal-to-noise ratio for each of the signals, the phones were all muted during the last
interval.

In the upper plot, the power from a single element representing the output of a conven-
tional base station is shown. When there is only one phone on the air (the first four 7 msec
intervals), clean signals are received (recall AMPS FM signals are constant power waveforms).
The single element SNRs range from 13 dB to 28 dB; the carrier-to-interference ratios (C/Is)
(or signal-to-interference-plus-noise ratios - SINRs) range from —3 dB to —20 dB. During
the interval in which all four phones were transmitting on the same frequency at the same
time (the fifth interval), cochannel interference prevented successful reception of any of the
signals. The received signal during that interval is no longer has constant amplitude. Finally,
the —102 dB relative noise floor in each element is manifest in the last 7 msec interval.

In the lower figure, the four outputs of the SDMA spatial demuit:plexet are overlayed.
Note that the noise floor has decreased by approximately 9 d 111 dB relative as pre-
dicted theoretically. Furthermore, as is clear from comparing gtputs during the fifth
interval with each of the associated outputs in each of t our intervals, the output
SINRs for each of the demultiplexer outputs exceed th al input signal SNRs by
9 dB. As predicted, the interference from the other three as been removed from each
of the spatial demultiplexer outputs and gain against/} und noise has been achieved as
well. The maximum processing gain was achieved:for the signal at 100° (interval 3) where

a —20 dB processor input SINR was increased t on output, an increase in excess of
40 dB.

4.5.3 SDMA Spatial Multiplexing/Directional Transmission

To demonstrate the ability of SDMA teehnology to directively transmit to specific users,
several experiments were conducted. Jm.the first experiment, a single phone was placed on
the air. The unit was tracked by the? fA processor, and the signal transmitted from the
base station was focused by the SDMA ‘spatial multiplexer toward the phone. An antenna
and RF spectrum analyzer }.to measure the SDMA base station transmitted power
at the associated transmit fr néy as a function of angle at the same range and height as
the phone. ¢

The results are shown upper plot in Figure 4-5. The transmitted power is clearly
focused in the directig ofythe mobile unit while the total transmitted power in all other

directions is suppressgg*é:the minimum possible with the antenna array employed. Note that
the 3 dB width of tiyghain lobe is approximately 14° as predicted by theory for an 8-element
array with A\/2 ¢ steered to 0° from broadside. This clearly demonstrates the
ability of the SP e processor to direct a specific amount of energy at an intended target and

simultaneousiy e oe the total amount of RF energy tra.nsmztted to the practlca.l minimum.

the signals. transmitted from the base statxon were focused by the SDV[A spatial multiplexer
toward the intended phones. Again, an antenna and RF spectrum analyzer were used to
measure the SDMA base station transmitted power at the associated transmit frequency as
a function of angle at the same range and height as the phones. The signal transmitted to
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Figure 4-4: SDMA Signal Quality and Capacity Improvement over
Conventional Single Antenna Systems - Test 1
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Figure 4-5: Measured and Theoretical SDMA Transmit Directivity -
Tests 1 and 2
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the unit at 100° was temporarily muted so that measurements of the directivity pattern of
the signal transmitted to the phone at 80° could be made.

The results are shown in the lower plot in Figure 4-5. The transmitted power is clearly
focused in the direction of the mobile unit at 80° while transmission of that signal toward
the phone at 100° is suppressed, and the total power in all other directions is reduced to the
minimum possible with the antenna array employed. This clearly demonstrates the ability
of the SDMA processor to direct energy in specified directions to the exclusion of others.
A similar pattern was achieved for transmission to the phone at 100°, thus demonstrating
simultaneous transmission of different signals on the same frequency channel to users in
different directions. g

It is important to note that the user at 100° received essentially none of the RF transmis-
sion intended for the unit at 80°. While the user at 100° was being: tra.cked by the processor,
it is entirely possible to fix the direction of zero RF transmission. That is, it is possible
to directively transmit to mobile users while simultaneousl asmitting in particular
known directions so as not to interfere with the operatio systems attempting to
share the same frequency bands. This is extremely usefy example, in coexisting with
other users in the same frequency band, an important jssuéin the current PCS proceedings
dle to substantially reduce the amount
:exclusion zones.

In summary, ArrayComm has succes#fillly conducted initial on-air experiments of its
SDMA technology. While the experiments did not involve any new modulation schemes (its
SDMA technology is modulation indépendent), substantial increases in spectral efficiency
were achieved through intelligent w tenna arrays. SDMA base station transmit power
levels were substantially below thede uSed in current operational cellular systems during the
initial testing. Standard portable;units were kept at or near their lowest power settings
and attenuators were used fo. smulate longer range. The ability to increase coverage area
of SDMA base stations (wit eight-element antenna array) relative to conventional base
stations by a factor of thres to four was demonstrated. The ability to increase the capacity
of a cell by a factor of as also demonstrated; the theoretical maximum is one less than
the number of ele

ExpenmentaL' e‘!‘imnatlon of achievable SDMA processing gain was performed. Pro-
cessing gain in gxceswof 10log,, M was demonstrated. In addition, the ability to substantially
jos'in interference limited systems such as the current AMPS cellular system
éd. This processing gain provides increased SDMA base station coverage
dset powers, and higher data rates in digital transmission systems.

y to substantially reduce RF pollution resulting from omnidirectional trans-
mission as currently employed in most wireless communication systems in existence today
was demonstrated. Through directional transmission, communication from the SDMA base
station to multiple portable units on the same frequency at the same time was achieved.
This also provides SDMA base stations the ability to selectively isolate particular directions
which are to be kept clear of RF transmissions in a particular frequency band. This allows
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SDMA base stations to coexist with other users in the same frequency band, an important
issue in the current PCS proceedings before the FCC where incumbent microwave users are
concerned about interference from PCS operations.

The quantitative results contained herein demonstrate the ability of ArrayComm’s SDMA
technology to substantially improve the quality and capacity of wireless communication
systems in general. In addition, the video tape included with this filing cleacly shows the
ability to perform all the necessary signal processing functions in real-time on’standard
hardware available today. It is also important to note that while the improvements were
demonstrated using the AMPS analog format and mobile phones, SDMA dées not depend
upon the modulation format and does not require modification to the thobile units. In
particular, SDMA will work equally well with digital transmissio éins such as [S-34,
GSM, DCS-1800, and IS-95 and can operate with fixed as well as ile wireless units.
A particularly important application of this flexibility is in wireless local loop (or wireless
access) systems.

Future experimentation is expected to include longer
tration studies, along with inclusion of more sophisticated:
software. However, the tests conducted to date demo
ogy. System development for particular applications

There are obviously numerous applications for :Ags
denced by the substantial interest expressed by
that have been exposed to the technology. The

g and in-building pene-
cking and channel management
- the efficacy of SDMA technol-
ted to commence shortly.
Comm’s SDMA technology as evi-
jor companies domestic and foreign
ications include:

e cellular (analog and digital),
e PCS,

® air-to-ground,
® paging,

e wireless access to the

satellite communi

among others. With eler in
domain to increase spio¢t¥l efficiency provides system designers with new flexibility to design
more cost effective’iisgless communication systems with new services for the consumer.
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A. Summary of SDMA Video Presentation

A video tape has been prepared (AC-SDMA-001 / 31 July 1993) and submxtted along
with this report. The 30-minute presentation includes:

1. a description of the experimental apparatus and the experiments to be 'Céﬁducted,

2. a demonstration of SDMA processing gain providing mcreased cov»,y_ageﬁrange

4. a demonstration of SDMA'’s spatial demultiplexing ab;hf es i
users,

-th multlple cochannel

5. a demonstration of SDMA's spatial multxplexmg al transmission abilities to

multiple cochannel mobile users, and

6. further demonstrations of the directional nature 6f:SDMA’s spatial multiplexer trans-
missions.

Detailed explanations of each of the ex nts-are provided. In addition to visua.lizing
the experimental apparatus and procedus plved, the ability to substantially increase
signal quality and capacity is aurally evideat'in the sound track.

The experiments conducted by Arra.yComm and documented in the video presentation
are unique. Full-duplex communications between multiple mobile units and a single base
station on the same frequency at thé same time have not been documented elsewhere. While
the ability to establish bi-directional’¢ochannel communication links with mobile units may

be counterintuitive to most, 1t assuredly possible as is demonstrated in the 30-minute
video presentation.

The information ce#itained in the video tape provided herewith is the property of Array-
Comm and may not Be distributed to anyone without the express written consent of Array-
Comm, Inc.
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B. Summary of Initial SDMA Experiments

Initial experimentation involving ArrayComm’s patented and proprietary SDMA tech-
nology has been successfully completed. During the course of these low-power tests, the
ability to provide substantial signal quality and capacity improvement through array signal
processing has been demonstrated.

In the first series of tests, a highly attenuated (20 dB) cellular phone was set to its lowest
power setting (8 dBm) and tuned to 825.24 MHz. An average signal quality improvement
(SDMA processing gain) of slightly more than 9 dB was achieved with the 8-antenna ex-
perimental system, consistent with the minimum theoretical improvement of 9.03 dB. This
quality improvement more than doubled the effective range of the SDMA system over that
of conventional systems in suburban and rural RF environments. In ground level occluded
experiments (where the propagation loss exponent exceeded 8), the range improvement was
correspondingly decreased, however the SDMA processing gain was unchanged.

To demonstrate capacity improvement, three (3) standard cellular phones were all tuned
to the same frequency (825.24 MHz) and set to their lowest power level. The SDMA base
station transponded the necessary SAT tone to keep the phones active. Users were given
phones and were sent in to the active area of the cell. While in motion, they were successfully
tracked in real-time, and three (3) simultaneous conversations were carried out without
crosstalk to three (3) independent users stationed at the base station (no attempt to connect
to the PSTN was made). This clearly demonstrated the ability of the SDMA prototype to
triple the capacity of a single cell.

The ability of SDMA technology to mitigate the PCS coexistence problem with incumbent
microwave users was also demonstrated. Using spatially selective transmission from SDMA'’s
spatial multiplexers, the ability to ensure that current users of the band (e.g., 1.8 GHz) would
not be interfered with by SDMA base station transmissions was demonstrated. Coupled with
SDMA'’s directional reception characteristics, handset powers can be substantially lowered,
thus lowering the interference levels to the microwave users from the portable units as well.
Thus, without altering handsets, SDMA technology demonstrably reduces the potential for
interference to incumbent users from both base stations and handsets.

The initial experimentation was performed using ArrayComm’s SDMA-1 prototype
AMPS system. While the improvements were demonstrated using the AMPS analog for-
mat, SDMA does not depend on the particular modulation format. In particular, SDMA
functions equally well with digital transmission systems such as IS-54, GSM, and IS-95 and
can significantly enhance the quality and capacity of these systems.

The contents of this appendiz are approved for public release by ArrayComm, Inc.
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C. Distribution List

I, Dr. Richard Roy, hereby certify that a copy of this report and video tape AC-SDMA-
001 dated 31 July 1993, has been sent by United States mail, first class and postage prepaid,
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The Honorable Andrew Barrett
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(571 ABSTRACT

The invention described herein relates generally to the
field of signal processing for signal reception and pa-
rameter estimation. The invention has many applica-
tions such as frequency estimation and filtering, and
array data processing, etc. For convenience, only appli-
cations of this invention to sensor array processing are
described herein. The array processing problem ad-
dressed is that of signal parameter and waveform esti-
mation utilizing data collected by an array of sensors.
Unique to this invention is that the sensor array geome-
try and individual sensor charactenstics need not be
known. Also, the invention provides substantial advan-
tages in computations and storage over prior methods.
However, the sensors must occur in pairs such that the
paired elements are idencical except for 2 displacement
which is the same for all pairs. These element pairs
define two subarrays which are identicai except for a
fixed known displacement. The signals must also have a
particular structure which in direction-of-arnval esu-
mation appiications manifests itseif in the requirement
that the wavefronts impinging on the sensor array be
planar. Once the number of signals and their parameters
are estimated, the array configurations can be deter-
mined and the signals individually extracted. The inven-
tion is applicable in the context of array data processing
to 2 number of areas including cellular mobile commu-
nications, space antennas. sonobuoys, towed arrays of
acoustic sensors, and structural analyvsis.

7 Claims, 3 Drawing Sheets
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METHODS AND ARRANGEMENTS FOR SIGNAL
RECEPTION AND PARAMETER ESTIMATION

The U.S. Government has nghts in the invenuon
disclosed and claimed herein pursuant to Dept. of
Navy Contract NOOO|14-85-K -0550 and Dept. of Army
Agreement DAAG29-35-K-0048, This application 1s a
continuation-in-part of application Ser. No. 795,623
filed Nov. 6, 1985, now U.S. Pat. No. 4,750,147

BACKGROUND OF THE INVENTION

The invention described in this patent application
relates to the probiem of estisnation of constant parame-
ters of multiple signals received by an array of sensors in
the presence of additive noise. There are many physical
problems of this type including direction finding (DF)
wherein the signal parameters of interest are the direc.
tions-of-arrival (DOA's) of wavefronts impinging on an
antenna array (cf. FIG. 1), and harmonic analysis in
which the parameters of intarest are the temporal fre-
quencies of sinusoids contained in a signal (waveform)
which is known 10 be composed of a sum of multiple
sinusoids and possibly additive messurement noise. In
most situations. the signais are charactenzed by several
unknown parameters sl of which need (o be estimated
simultaneously (e.g., azimuthal angle. elevation angle
and temporal frequency) and this leads 10 2 multidumnen-
sional parameter estimasion problem.

High resolution parameter estimation is important in
many applications including electromagnetic and
acoustic sensor systems (e.g.. radar. sonar. electronic
surveillance systems, aad radio astronomy). vibraton
analysis, medical imaging, geophysics. well-logging.
etc. [n such applications. sccurate estimates of the pa-
rameters of interest are required with a minimum of
computation and storage fequirements. The value of
any technique for obtaiming parameter estimates is
strongly dependent upon the accuracy of the estimates.
The invention described herein yields accurate esii-
mates while overcoming the practical difficulties en-
countered by present methods such as the need for
detailed a prnori knowledge of the sensor array geome-
iry and element charscwnstics. The technique aiso
vields a dn;nmc decresse in the computational and
storage requirements.

The history of esumation of signal parameters can be
traced back at least two centunies 1o Gaspard Riche.
Baron de Prony, (R. Proay, Essai expenmental et ana-
Ivtic, ete.L’ Ecokm 1:24-76, 179%) who was
interested in fitting ovuitigle sinusoids (exponentials) to
data. I[nterest in the problem increased rapidly after
World War H due to its applications 10 the fast emerg-
ing technologies of radar. sonar and seismology. Over
the vears, aumerous papers and books addressing this
subject have been published, especialiy in the context of
direction finding in passive sensor arravs.

One of the earliest approaches 1o the probiem of
direction finding is now commonly referred to as the
conventional beamforming techmque. It uses a type of
matched filtening 1o generate spectral piots whose peaks
provide the parameter estimates. In the presence of
muluple sources. conventional beamforming can lead to
signal suppression. poor resolution. and biased parame-
ter (DOA) esumates.

The first high resolution method 1o improve upon
conventicnal besmforming was presented by Burg (J. P.
Burg, Maximum entropy spectral analysis. In Proceed-
ings of the 37th Annual Internationa! SEG Meeting, Okla-
homa City, Okla.. 1967). He proposed to extrapoiate the
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array covariance function beyond the few measured
lags, selecting that extrapolation for which the entropy
of the signal is maximized. The Burg techmque gives
good resolution but suffers from parameter bias and the
phenomenocn retz-red to as line splitting wherein a sin-
gle source manurests itself as a par of closely spaced
peals in the spectrum. These problems are attnbutable
1o the mismodeling inherent in this method.

A different approach aimed at providing increased
parameter resolution was introduced by Capon (J. Ca-
poa, High resolution frequency wave number spectrum
analysis, Proc. JEEE, 57:1408-1418. 1969). His approach
was 10 find a weight vector for combinung the outputs
of all the sensor elements that minumizes output power
for each look direction while maintaining a unit re-
spoase to signais arriving from this direction. Capon's
method has difficuity in muitipsth environments and
offers only limited improvements in resolution.

A new genre of methods were introduced by Pisa-
renko (V. F. Pisarenko, The retneval of harmonics
from a covariance function. Geophys J. Royal Astronom-
icel Soc.. 33:347-366, 1973) for a2 somewhat restncted
formulation of the problem. These methods expioit the
eigenstructure of the arvay covariance matnx. Schmidt
made imporuant generalizations of Pisarenko's ideas to
arbitrary array/wavefroat geometnes and source corre-
jations in his Ph.D. thesis titled 4 Signal Subspace Ap-
proach to Multiple Emitter Location and Speciral Estima-
tion, Standford University, 1981, Schmidt’s MUltiple
Signal Classification (MUSIC) aigonithm correctly
modeled the underiying probiem and therefore gener-
asted superior estimates. In the 1deal situation where
melsurement noise is absent (or equivalently when an
infinite smount of measurements are availabie), MUSIC
vields exact estimates of the parameters and also offers
infinite resoiution in that muitipie signais can be re-
solved regardless of the proximity of the signal parame-
ters. In the presence of nowse and where only a finire
number of measurements are avalable. MUSIC eso-
mates are very nearly unbiased and efficient. and car
resolve closely spaced signal parameters.

The MUSIC algocnithm, often referred to as the eigen-
structure approach. is currently the most promusing
high resolution psrameter estimation method. How-
ever, MUSIC and the earlier methods of Burg and
Capon which are applicable to acbitrary sensor array
configurations suffer from certain shortcomings that
have restricted their applicability n several probiem:
Some of chese are:

Array Geometry and Calibration~A complete char-
acterization of the array in terms of the sensor geomerry
and element characteristics is required. In pracuce. for
complex arrays. this charactenzauon s obtained by 3
series of experiments known as array cahbrauon (0
determine the so called array manifold. The cost of
array calibration can be quite high and the procedure is
sometimes impractical. Also. the associated storace
required for the array manifoid is 2 mi# words (m s the
number of sensors. | is the number of search (gnd)
points in cach dimension. and g is the number of dimen-
sions) and can become large even for simple applica-
tions. For example, a sensor array contaiming 20 ele-
ments, searching over a hemisphere with a | millirad
resolution in azimuth and elevation and using 16 bu
words (2 bytes esch) requires approximately 100 mega-
bytes of storage! This number increases exponenually as
anuther search dimension such as temporali frequency s
included. Furthermore, in centain applicattons the array
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geometry may be siowly chaagimg such as in light
weight spaceborne anteams structures, sonobuoy and
towed arrays used in sonar etc., and s complete charsc-
tenzauon of the array is never availsble.

Computational Losd—In the prior methods of Burg,
Capon, Schmudt and others, the main computational
burden lies in generating s spectral piot whose peaks
correspond to the parmmessr escimmstes. For example,
the aumber of operations required in the MUSIC algo-
nthm in order 10 compute the entire spectrum, is ap-
proximstely 4 m2i5. An operatio is herein considered
to be a floating point muitiplicstion and an addition. In
the example sbove, the number of operstions needed is
approximately 4x 10° which i prohibitive for most
applications. A powerful 10 MIP (10 million floating
point instructions per second) machine requires about 7
minutes to perform these computsonsl Morsover, the
compulation requirement grows exponentislly with
dimension of the parameter vecer. Augmenting the
dimension of the parameter, vector further would make
such probiems compietely intracuable.
The technique described herein is heveafter referred to
as Estimation of Signal Pasameters wsing Rotational
Invanance Techniques (ESPRIT). ESPRIT obviates
the need for array calibrasion and dramatically reduces
the computational requirements of previous ap-
proaches. Furthermore, since the arrasy manifold is not
required, the storage requirements are eliminated alto-
gether.

SUMMARY OF THE INVENTION

ESPRIT is an alternative mathod for signal reception
and source parameter estimation which possssses most
of the desirable features of priar high resolution tech-
niques while realizing substantial reduction in computa-
tion and elimination of storage requirements. The basic
properties of the invention msy be summarized as foi-
lows:

1. ESPRIT details a new method of signal reception
for source parameter estimanion for pianar wavefronts.

2. The method yieids signal parameter estimates with-
out requiring knowledge of the array geometry and
sensor element characteristics, thus eliminating the need
for sensor array calibration.

3. ESPRIT provides substantial reduction in compu-
tauon and elimination of siorage requirements over
pnor techniques. Referring 10 the previous example.
ESPRIT requires only 4x 10* computations compared
10 4 x 10° computations required by prior methods, and
reduces the time required from 7 minutes to under ¢
miiliseconds. Furthermore, the 100 megabytes of stor-
age required is completely eliminated.

4. A feature of the invention is the use of an array of
sensor pairs or doubiets (wed symonymously herein)
where the sensors in each peir ate dentical and each
group of pairs has a common displacement vector.

Briefly, in accordance with the invention, an array of
signal sensor pairs is provided in which groups of sensor
pairs have a uniform relative displacement vector
within each group. but the dispiacement vector for esch
group is unique. The sensors in esch pair must be
matched, however they can differ from other sensor
pairs. Moreover, the characteristics of each sensor and
the array geometry can be arbitrary and need not be
known. Within esch group, the sensor pairs can be
arranged into two subarrays, X and Y, which are identi-
cal except for a fixed dispiacement (cf. FIG. 2). For
example, in order to simulianeously perform temporai
frequency and spatial angle estimation, one group of
sensor pairs would share a common spatial displace-
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ment vector whule the second group would share a

comssen temporal displacement. In general. for each

additional type of parameter to be estimated, a sensor
group sharing a common displacement is provided.

Furthermore, the number of sensor pairs in each group

must be more thaa the number of sources whose param-

eters are (0 be estimated.

Having provided an array of sensors which meets the
specifications outlined above, signals from this array of
sensor peirs are then processed wn order to obtain the
parameter estimates of interest. The procedure for ob-
taining the parameter estimstes in accordance with one
embediment employing standard least-squares estima-
tion techniques may be outlined as follows:

1. U-.:htmym!romnmpofsensor
peirs, determine the auto-covariance matrix Ry: of
the X subarray in the group and the cross-covariance
matrix Ry between the X and Y subarrays in the

group.
2. Determine the smallest cigenvalue of the covariance

matrix Rer and then subtrace it out from each of the

clements on the principal diagonal of Rx.. The results

of the subtraction are referred to hereinafter as C...
3. Next, the generalized eigenvalues (GE's) yi of the

matrix pair Cz, Ry sre determined. A number d of
the GE's will lie on or near the unit circle and the
remaining m-d noise GE's will lie at or near the ori-
gin. The number of GEB's on or near the unit circle
determine the number of sources, and their angles are
the phase differences semsed by the sensor doublets in
the growp for each of the wavefronts impinging on
the array. These phase differences are directly related
to the directions of arnival.

4. The procedure is then repested for esch of the
groups, thereby obtaising the estimates for all the
parametars of interest (e.g. azimuth, elevation, tem-
poral frequency).

Thus, the number of sourses and the parameters of
each source are the primary quantities determined.

in another embodiment of the invention, the process-
ing of signal measurements from the two subarrays to
identify the number of sources and estimate parameters
thereof utilizes a total least-squares esumation tech-
nique. The to1al least-squares algorithm represents an
improvement and simplification of the least squares
algorithm.

ESPIRIT can be further extended 10 the problem of
determining the array geometry 3 postenon, i.e., obtain-
ing estimates of the sensor locations given the measure-
ments. Source powers and optimum weight vectors for
soiving the signal copy problem. a problem involving
cstimation of the signals received from the sources one
at 2 timme eliminating all others, can also be esumated :n
a straightforward manner as follows:

1. The optimum weight vector for signal copy for the
i** signsl is the generalized eigenvector (GV) ¢, corre-
sponding 0 the i** GE ¥i.

2. For the case when the sources are uncorreisted, the
direction vector s, for the i"* wavefront is given by
Ryyei. With these direction vectors in hand, the array
geometry can be estimated by solving a set of linear

equations.
3. Using the direction vectors a;, the signal powers can

also be estimated by solving a set of linear equations

The invention and objects and features thereof wili be
more readily apparent from the following example and
appended claims.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is s graphic repressntation of a problem of
directon-of-arrival estimacion in which two sources are
present and being monitored by a three-element array of
5205073,

FIG. 2 is » grephic repressntstioa of s similar prob-
lem in which the two sigusls are 0w impinging os an
array of sensors pairs ia scoordance with the invention.

F1G. 3 is » graphic illuswretion of the parameter esti-
mates from s simulstion performed in accordance with
the invention in which thres sighals were impinging on
an array of cight ssmpor dowblets and direcrions-of-

DETAILED DESCRIPTION OF THE
DRAWINGS

As indicated sbove, the iwvestion is directed st the
estimation of constant paieassters of signals received by
an array of semsor pairs in the presence of noise. The
problem can be visuslised with reference to FIG. 1 in
which two signals (3) and 8)) are impinging on an array
of three sensors (r1, £y, £3)- It is assumed in this illus-
trated exampie that the sswrces and sensors lie in a
plane: thus only two pasamaeters need be identified. the
azimuth angie of the twe Heretofore. tech-
niques such as MUSIC have sbie 10 accura uly
esumate the DOA’s of s two signals; however
chuacmohlﬂu—rwhchsownuwcuu
the overall array geometry. This leads to exceedingly
large storage roqmiroments whea the array must be
calibrated. and & cuorvmpeudingly large computstion
time in the esecution of the algorithms.

In accordance with the preseat invention, array
(manifold) calibration is net required in ESPRIT as
long as the array is comprised of (groups of) matched
sensor pairs sharing a common displacement vector.
This is illustrated in F1G. 2 in which the two a‘nals (st
and s3) are sensed by receiver pairs (r1, r'; r3, r'2; and r3,
's). The only requirements of the array are that the
sensors in esch pair are offset by the same vector as
indicated, and that the aumber of 3ensOr pairs exceeds
the number of sources s is the case in this exampie.

This figure illustraces oaly a single group: the exten-

x!

sion 10 several groups sdding sensor pairs with
a displacement vector from the displacement
vectors of the single

The performaames a’ the isvestion is graphically illus.
trated in F1G. 3 which presems the results of a simula.
tion performed sssording w the specifications of ES-
PRIT. The sissuletion cotwisted of an array with 8 dou-
blets. The slements in sash of the doublets were spaced
a quarter of & wevelongsh spert. The array geometry
was genersted by rundomly ssaturing the doublets on a
line 10 wavelengths in longah sech that the doublet axes
were all parallel t0 the lime. Three planar and weakly
correlated signal wavefroats impinged on the array at
angles 20%, 22°, and 60°, with SNRs of 10, 13 and 16 db
relative to the additive uncorrelated noise presenc at the
sensors. The covaniance sstimates were computed {rom
100 snapshots of dats and several simulation runs were
made using independent data sets.

F1G. 3 shows a plot of the GE’s obtained from 10
independent trials. The three small circles on the unit
circle indicate the locations of the true parameters and
the pluses are the estimates obtsined using ESPRIT.
The GE's on the unit circle are closely clustered and the
two sources 2° apart are easily resolved.

§
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As illustrated, accurate estimates of the DOA’s are
obwmised. Furthermore, ESPRIT has several additional
features which are enumerated below.

1. ESPRIT appears (0 be very robust to errors in esu-
mating the minimum eigeavalue of the covanance
R It is also robust 10 the numencal properties of the
algorithm used 10 estimate the generalized eigenval-

ves.
2. ESPRUIT does not require the estimation of the num-
- ber of sources prior t0 J0Urce parameter sstimation as
in the MUSIC algorithm, where an error in the esti-
mate of the number of sources can invalidate the
perameter astimstes. In accordance with the inven-
tioa, ESPRIT simuitancowaly estimates the signal
parameters and the number of sources.

APPLICATIONS

Thare are s number of that exploit one or
more of the imporiaac features of ESPRIT, i.e., its in-
sensitivity 10 array geometry, low computational load
md 50 siorage requirements. Some of these are de-
scribed below.

1. Disection-of-Arrival Estimation

(a) Spece Antennas—Space structures are necessanily
mmmwmmmw flexi-
Small disturbances can cause the structure to
oncilllaforloqpmodso(tmmukm;ma
SeNOr MITAY geometry which is time-varying. Fur-
thermore, it is nearly impomible to completely
calibrate such an array ss the setting up of a suit-
able facility is aot practical. On the other hand. the
use of metched pairs of semsor doublets whose
directions are constantly aligmed by a low-cost
suar-tracking servo results in total insensitivity to
the giobal geometry of the arvay. Note that signal
copy can still be performed. s function which 15
often a main objective of such large spaceborne
antenns arrays. In fact, a conpected structure for
the array is not required’ Rather, only & collection
of relatively small antenna doublets is needed, each
possessing a star-trscker or earth-based beacon
tracker for alignment. Eage of deployment, mainte-
nance, and repeir of such disconnected arrays can
have significsnt cost and opecationsl benefits (for
exampie, s defoctive unit can be merely transported
10 a space station or back (o the earth for repair).
(b) Soncbuoys-—Sonobuoys are air-dropped and scat-
ter somewhat randomly on the ocean surface. The
current methods of source location require com-
plets knowiedge of the three dimensional geometry
of the deployed array. The determinstion of the
array geometry is both expensive and undesirabie
(since it involves active transmission thus aleruing
unfriendly elements!). Using ESPRIT. verucal
alignment of doublets can be achieved using grav-
ity as a reference. Honzontal alignment can be
obtained via a smalil servo and a miniature magneuc
sensor (Or even use an scoustic spectral line radi-
ated from a beacon or the target itsell). Within a
few minutes after the sonabucys are dropped.
slignment can be completed and accurate estimates
of DOA's become available. As before, signal copy
processing is also feasible. Furthermore, the sono-
buoy array geometry can itself be detenmned

should this be of interest.

(¢) Towed Arrays—These consist of a set or hydro-

phones pisced inside an acoustically transparent
tube that is towed well behind a ship or submarine.
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The common problem with towed arrays is that the
tube often distorts from the assumed straight line
geometry due to ocesn and tow-ship induced dis-
turbances. Therefore, prior array calibration be-
comes inpvalid. In the new spprosch, any transia-
tions! disturbance in the doublets is of no conse-
queace. Therefore by selective use of doublets
(whoee orientation can be casily sensed) that are
scceptably co-directiosal, relisble source DOA
estimaces can stll be cbwined.

(d) Mobile DF and Signal Copy Application-
s=—Often, mobile (sircrsft. vas mounted) direction
Mu@ﬂmmﬂbv&m

and computationsl requiremenss of the prior meth-
ods. ESPRIT can drastically reduce such require-

bile communications where the sumber of simulta-
neous users is limited dus 10 finite bandwidth con-
straints and cross-talk (interchemmel interference).
Current techniques for incressing the number of
simultaneous users expioit metiiads of signal sepe-
ration such as frequemcy, tims and code division
myltiplexing spart from the area multiplexing in-
herent to the cellular consspt. Using directional
discriminstion (angie division multiplexing), the
aumber of simultaneous users could be incressed
significantly. ESPRIT provides s simple and reia-
tively low cost technique for performing the signal
copy operatioa through saguiar signal ssparation.
The emimanion (possibly recursively) of the appro-
priste geoerslized eigenvector is all that is needed
in comtrest to subsantially mere compiex proce-
dures required by prior methods.

2. Temporal Frequency Estimation—There are many
applications in radio astronomy, modal identification
of linear systems including strussural analysis. geo-
physics sonasz, electronic surveileace systems, analyt-
ical chemistry etc., where s composite signal contain-
ing multipie harmonics is pressnt in additive noise.
ESPRIT provides (requency estimates from suitably
sampled time series at & subsmstially reduced level of
computation over the previons methods.

). Joint DOA-Frequeacy Estimstion—Applications
such ag redio astonomy may require the estimation of
declination and right ascension of radio sources along
with the frequency of the moleculer spectral lines
emitted by them. Such problems also arise in passive
sonar and electrenic surveillance spplications. As
previously noted, ESPRIT has perticularly important
sdvanuages in such multi-dimensional estimation
problems.

Having concluded the summery of the invention and

applications, a detailed mathematical description of the

invention is presented.
PROBLEM FORMULATION
The basic problem under comnsideration is that of
estimation of parameters of finite dimensional signal
proem.ivmmhmumyofsemors.
This general problem sppears in many different fields
including radio astromomy, geophysics, sonar signal
processing, electronic surveillance, structural (vibrs-
tion) analysis, temporal {requesey estimation, etc. In
order to simplify the description of the basic ideas be-
hind ESPRIT, the ensuing discussion is couched in
terms of the problem of muitiple source direction-of-
arnival (DOA) estimation from data collected by an
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array of sensors. Though easily generalized to hugher
dimensional parameter spaces, the discussion and results
presented deal only with single dimesnsional parameter
spaces, i.¢.. azimuth ogly direction finding (DF) of far-
field point sources. Furthermore, narrowband signals of
knowa center frequency will be sssumed. A DOA/DF
probiems is classified ss aarrowband if the seasor array
width is small compared to the inverse of the transit
time of a wavefront across the array. The generality of
the fusdamental coacepts on which ESPRIT is based
makss the eatension tc signals containing multipie fre-
quenciss stmightforward as discussed later. Note that
wideband signals can also be handled by decompoting
them isto narrowband signal sets using combd filters.

Consider a planar array of arbitrary geometry com-
posed of m matched sensor doublets whose elements are
transintionally separaied by &8 known coasiant displace-
ment vector as shown in FIG. 2. The element character-
istics such ss elemsent gain and phase pattern. polariza-
ton semsitivity, etc., may be acbitrary for each doublet
23 Jong a8 the elements are pairwise identical. Assume
there are d<m narrowband stationary zero-mean
sources centered at frequency wo. and located suffi-
cmdyhrfmthcmymhlhumbcmom
isotrepic transmission media, the wavefronts impinging
on the array are planar. Additive noise is present at all
the 2 m semsors and is sssumed 10 be 3 seationary zero-
mesn random process that is uncorreiated from sensor
10 3en80r.

In order 10 exploit the translational invariance prop-
erty of the sensor array, it is convenient 1o describe the
mtyubmgmdmmmys.XuMY
identical in every respect although physicaily displaced
(aot rotated) from each other by s known displacement
vector. The signals received at the i doublet can then
be expressed as:

! €3]
YGRS S(hadle) = Axf)
kw}

") = k! | SulNemedsatiicg 9,) = nyf1)
-

where si(.) is the k' signal (wavefront) as received at
sensor 1 (the reference sensor) of the X subarray, 6« is
the direction of arrival of the kA source relative to the
direction of the transiational displacement vector.
ad{®:) is the response of the i* sensor of either subarray
relative 0 its response at sensor 1 of the same subarray
when a single wavefront impinges at an angle 84, & 1s
the magnitude of the displacement vector between the
(WO arveys, ¢ is the speed of propagstion in the transmus-
sion medium, ng(.) and n,(.) are the additive noises at
the elements in the i"* doublet for subarrays X and Y
respectively.

Cormbining the outputs of each of the sensors in the
two subarrays, the received data vectors can be written
as follows:

X() = AKE) + agle), <)
AN & AGK) + ale)
where:

’m - (5D 2. M
} Tir) = [rgi(n) .. AgumlD)) !
m = ). .. ymld)
n, Tty = [n,q(l) - Aym(D).
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The vector (1) is a d X1 vector of impinging signals
(wavefroots) as observed at the refereace sensor of
subarray X. The matrix 9 is & diagonal d Xd matrix of
the phase delays between the doublet sensors for the d
wavefronts, and can be written as:

0

Note that ® is a unitary matrix (operator) that reletes
mcmwmmufmsMwathmﬁmuw
ray Y. In the compiex field, ® is & simple scaling opera-
tor. However, it is uo-orm to the real two-dimeun-
sional rotation operator and is berein referred to as a
rotation operator. The mxd matrix A is the direction
matrix whose columns {s(0s), ks, . . ., d} are the
signal direction vectors for the d mvafronn.

TW=(ai(f. . . .. auib))

The suto-covariance of the data received by subarray
X is given by:

(9.

Raxm ElNOX )| mASA* + 3L, ®

-

where S is the d X d covariance matrix of the signals (1),
Le.,

S=ElnnK0*) ™
and o2 is the covarisace of the additive uncorrelsted
white noise that is presens at all sensors. Note that (.)* is
used herein to denose the Hermitean conjugase, or com-
plex conjugate transpose operution. Similarly, the cross-
covariance between messurements from subartays X
and Y is given by:

Ry = Elx(9(1)*) mASO A" ®.

This completes the definition of the signal and soise

maodel, and the problem can now be stated as follows:
Given measurements (1) and y(t), and making no
assumptions about the arrsy geometry. element char-
acteristics, DOA's, aciss powers, or the signal (wave-
front) correlation, estimate the signal DOA’s.

ROTATIONALLY INVARIANT SUBSPACE
APPROACH

Thebmcnduhhndthmuchmqueswupb«
the rotational invariance of the underiying signal sub-
spaces induced by the tremelational invarisace of the
sensor array. The following theorem provides the foun-
dation for the reswits herein.

Theorem: Define T as the generalized eigenvalue
matrix associsted with the matrix pencil (R~ Amiel).
Riy} where Amia it the minimum (repeated) cigenvalue
of Res. Then, if S is nonsingular, the matrices ®and T
are related by

Ns [. 0]
0o
to within & permutation of the elements of ®.
Proof: First it is shown that ASA® is rank d and R,

has s multiplicity (m —d) of eigenvalues all equal t0 o2
From linear algebra,

9

PASA ) m min(p(A).(S)) (10)
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where p(.) denotes the rank of the matrix argument.
Assugung that the array geometry is such that there are
no ambiguities (at least over the angular interval where
signals are expected), the cotumns of the m x d matnx A
are linearly independent and hence p(A)=d. Also, since
S is 8 d X d matrix and is coasiaguisr, /(S)=d. There-

fore, p(ASA*)=d, and consequantly ASA® will have
w—d zero eigenvalus. Equivaleatly ASA® + il will
bave m—d minimum eigenvalues all equal 10 ol If
{A(>A2>... >Am} are the ordered cigenvalues of Ry,
then

Adel=. .. mAmma? an

Hence,
Rz =Amund 8 R og~ =1 = ASA®
Now consider the matrix pencil
Cra=YRyym ASA® = yASO A" m AS(] = YO U

[4¥3]

(1)

where Cyr= Ryc~Amin™l. By inspection, the column
space of both ASA® and AS®*A* are identical. There-
fore, p(ASA® —yAS®*A*) will in general be equal 10
d. However, if

yomowOl ne bi/e (14)

the i’ row of (1 — /w04 11 é/¢®) wiil become zero. Thus,

= oooh 8 W) g |. as
Consequently, the pencil (Cxx— YRyy) will also decrease
in rank to d—1 whenever vy assumes vaiues given by
(14). However, by definition these are exactly the gen-
eralized eigenvalues (GEV's) of the marix patr
{Cu.lg,} Also, since both matrices in the pair span the
same subspace, the GEV's corresponding to the com-
mon null space of the two matrices will be zero, i.e., d
GEV's lie on the unit circle and are equal to the diago-
nal elements of the rotation matrix 9, and the remaming
m-d (equal to the dimension of the common null
space) GEV’s are at the origin. This completes the
proof of the theorem.
Once @ is known. the DOA's can be calculated from:
Oymarc un (e®ekswod). (16)
Due 10 errors in estimating R.. and R, from finite data
as well as errors introduced during the subsequent finite
precision computations, the relations in (9) and (11) will
not De exactly satisfied. At this point. a procedure 15
proposed which is not globaily optimal. but uulizes
some well established, stepwise-opumal techniques to
deal with such issues.

SUBSPACE ROTATION ALGORITHM (ESPRIT)

The key steps of the aigorithm are:
1. Find the auto- and cross-covaniance matrix estimates
Rerand R,y from the dawa.
2. Compute the eigen-decomposition of Re, and R, and
then estimate the number of sources d and the noise
variance &°. i
3. Compute rank d
AS®*A* given &l

. The d GEV's of the estimates of ASA® and AS®* A"
thac lie close to the unit circle determine the subspace
rotation operator ® and hence, the DOA's.

approximations to ASA® and
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Details of the aigorithm are aow discussed.
Covariance Estimation Ca= f A - FDide o

In order to estimate the reguired covariances, obser-
vagons (1) and y(1) st time inswaets (; are required.
Note that the subacrays must be sampled simulta-
oeously. The maximum likelihood estimates (assuming
no underlying data modei) of the auto- and cross-
covanance matrices are then given by

2 o an
Rz = w‘/-l (e)xly)

. N
Ry = #/El UHML)®.

The aumber of snapshots, N, sesded for an sdequate
estimate of the covariance matrices depends upon the
signal-to-noise ratio at the array inpwt and cthe desired
asccuracy of the DOA estimates. In the absense of noise,
N>d is required in order to compiaely span the signal
subspaces. In the presence of acise, it has beea shown
that N must be at least m2. Typicelly, if the SNR is

known, N is chosen such that the Frobenius norm of the *

perturbations in R is 30 db below the covariance matrix
norm.
Estimating 4 and o2

Due 10 errors in Ra. its eigeavalues will be perturbed
from their true values and the true multiplicity of the
minimal eigenvalue may not be evident. A popular
approach for determining the waderlying ecigenvalue
multiplicity is an information theoretic method based on
the minimum description length (MDL) criterion. The
esumate of the number of sources d is given by the value
of k for which the following MDL function is mini-
mized:

MDL(k) = s
1 (m =W
L
» AW-T
~log imkel ! *-i-am-k)leg.‘V:

] ~m -

m ok ukel

where A;are the eigenvalues of Ry. The MDL criterion
is known 10 yield asymptoticelly comsistent estimates.
Note that since Rz and Ry both spen the same subspace
(of dimension d), s method thet sficiently exploits this
underlying model will yield benter results.

Having obtained an estimste of d, the maximum likeli-
hood esumate of o conditioned on dis given by the
average of the smallest m-d eigenvalues i.e.,

- (9

ESTIMATING ASA* AND AS®*A°*

Using the results from the previous step, and making
no assumpuions about the array geometry, the mazimum
likelihood estimate C.; of ASA®, conditioned on d and
&3, is the maximum Frobenius norm (F-norm) rank d
approximation of R, — &1, i.e.,

L]

M

20

25

45

b}

63

where; (e, €2, . . . , e} are the eigenvectors corre-
sponding to the ordered eigenvalues of Rys

Similarly, given Ry, and d, the maximum likelihood
estimace ASO®A°® is the maximum F-gorm rank d ap-
prozimation of Ry

asooqra § Aarpre. @
i}

where, (A\P>A27>. .. >Aw} and {47, &%, . . .,
=) are the eigenvalues and the corresponding eigen-
vectors of R'y.

As remarked earlier, the information in Ry and Ry
can be jointly exploited to improve the estimates of the
underiying subspace and therefore of the estimates of
ASA*® and ASO®A". In situations where the array ge-
ometry (i.e., the manifold on which the columas of A
lie) is known, these estimates can be further improved,
but this is 0ot pursued here since no knowledge of the

arTay geometry is assumed.
Estimating Directions of Armval

The esumates of the DOA's aow follow by comput-
ing the m GEV's of the matnx pair ASA® and
AS®*A°®, This s a singular generalized eigen-problem
and sends more care than the reguiar case to obtain
stable estimates of the GEV's Note that since the sub-
spetes spanmed by the two matriz estimates cannot be
expected to be identical, the m —d noise GEV's will not
be zero. Furthermore, the signal GEV's will not lie
exactly oa the unit circle. In practice. d GEV’s will lie
closa to the unit circle and the remaining m—~d GEV's
well ingide and close (o the origin. The d values near the
unit circle are the desired estimates of Pii. The argu-
ment of ¥44 may now be used in coajuncrion with (16)
to obtain estimates of the source directions. This con-
cludes the detsiled discussion of the aigonthm.

Totwl Least-Squares Alternative Embodiment

The processing of signal measurements to idenufy the
number of sources and estimate parameters thereof as
sbove described relies on a least squares of deviation
algarithm in computing the cigenvaiues. Totwl least-
squares (TLS) is the basis of another algorithm which
repressnts an extension of and an improvement to the
least-squares aigorithm. and will be descnbed later.

SOME REMARKS

Estimation of the Number of Signals

In the aigorithm detailed above, an estimate of the
number of sources d is obtained as one of the first steps
in the algorithm. This estimate is then used in subse-
quent steps as the rank of the approximations to covan-
ance matrices. This approach has the dissdvantage that
an error (perticularly underestimation) in determuning d
may result in severe biases in the final DOA estimates.
Therefoee, if an estimator for o2 can be found which is
independent of d (e.g., &2 =X min), estimation of d and
the DOA's can be performed simultaneously. Simuls-
tion results have shown that the estimates of ® have low
sensitivity to errors in estimating o2, This implies that
the rank d estimates of ASA® and AS®®*A® can be
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dispensed with snd the GEV's computed directly from
the matrix pair {Rez =R}, This results in the need
to classify the GEV's as either source or noise related
which is a function of their proxumity to the uaut circle.
This ability to simuitaneously estimate d and the param-
eters of interest is another advantage of ESPRIT over
MUSIC.

Extensions (o Multiple Dimensions

The discussion hitherto has considered oaly single
dimensional parameter estmation. Often, the signal
parameterization is of higher dimension as in DF prob-
lems where azimuth, elevstion, and temporal frequency
must be estumated. In essence, to extend ESPRIT to
estimate multidimensional parameter vectors, messure-
ments must be made by arrays manifesting the shift
invariant structure in the sppropriste dimension. For
example, co-directional sensor doublets are used to
estimate DOA's in a plane (e.g.. azimuth) containing the
doublet axes. Elevation angle is unobservabie with such
an array as a direct consscuence of the rottional sym-
metry about the reference direction defined by the dou-
blet axes (cf. cones of ambiguity). If both azimuth end
elevation estimates are required. another pair of suber-
rays (i.e. another group, preferably orthogonal to the
firss pair) sensitive (o elevation angle is necessary. Geo-
metrically, this provides an independent set of cones,
and the intersections of the two sets of cones yield the
desired estimates. Note that the parameter estimuates
(e.g.. azimuth and elevation) can be calculated indepen-
dently. This results in the computational load in ES-
PRIT growing linearly with the ditnension of the signal
parameter vector, wheress in MUSIC it increases expo-
nentially.

If the signals impinging on the array are not mono-
chromauc, but are composed of sums of cisoids of fixed
frequencies. ESPRIT can siso estimate the frequencies.
This requires temporal (doublet) samples whicli can be
obtained for example by adding a uniform tapped delay
line (p+1 taps) behind esch sensor. The frequencies
estimates are obuined (independent of the DOA esti-
mates) {rom the mp X mp suto- and cross-covanance
matniees of two (temporsily) displaced data sets (corre-
sponding 10 subarrays in the spatial domain). The first
set X contains mp sampiles obtained {rom taps 1 to p taps
in each of the m delay lines behind the sensors. The set
Y is & delayed version of X and uses taps 2to p+ ! in
each of the m delay lines. The GE's obtained from these
data seis define the muitiple frequencies. Note that in
ume domain spectral estimation, ESPRIT is only appli-
cable for estimating parameters of sums of (complex)
exponentials. As mentioned previously, wideband sig-
nals can be handled by processing selected frequency
components obtained via frequency selective narrow-
band (comb) filters.

Array Ambiguities

Array ambiguities are discussed below in the context
of DOA estimanion, but can be extended to other prob-
lems as well.

Ambiguities in ESPRIT anse from two sources.
First, ESPRIT inherits the ambiguity structure of a
single doubiet. independent of the global geometry of
the array. Any distribution of co-directional doublets
contains a symmetry axis. the doublet axis. Even though
the individual sensor elements may have directivity
patterns which are functions of the angie 1n the other
dimension (e.g., elevauon), for a given elevation angle
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the directional response of each element in any doublet
is the same. and the phase difference observed between
the elements of any doubiet depends only on the az-
muthal DOA. The MUSIC algonthm, oa the other
band, can (generally) determine azismuth and elevation
without ambiguity given this geometry since knowi-
edge of the directional sensitivities of the individual
seasor elements is assumed.

Other doublet related ambiguities can also anse if the
sensor spacing within the doublets is larger than A/2. In
this case. ambiguities are generated at angies arcsin
{(M®yzinm)/ixa}, nm0, |, . . ., a manifestation of
usdereampling and the dm; phenomencn.

ESPRIT is also heir 0 the subarray ambiguities usu-
ally clasified in terms of first-order, second-order, and
higher order ambiguities of the array manifold. For
exampie, second-order, or rank 2 ambiguities occur
whea & linear combination of two elements from the
array manifold aleo lies oa the manifold, resulting in an
imsbility to distinguish between the response due to two
sources and a third source whose array response is a
waighted sum of the responses of the first two. These

igities manifest themseives in the same manner as
in MUSIC where they bring about a collapse of the
signal subspace dimensionality.

Finglly. it should be noted that the doubiet related
ambigyities preseat in ESPRIT do not cause any real
difficulties in practice. Indeed, it is precisely such ambi-
guities that allow ESPRIT to separately solve the prob-
lem in each dimension.

ARRAY RESPONSE ESTIMATION AND
SIGNAL COPY

Thers are parameters other than DOA's and tem-
poral frequencias that ase often of interest in array pro-

cessing problems. Extensions of ESPRIT (o provice
such estimates are described below. ESPRIT can also
be easily extended to solve the signal copy probiem. a
probiem which is of particular interest 1n communica-
tions applications.

Estimation of Array Response (Direction) Vectors

Let ¢, be the generalized eigenvector (GEV) corre-
sponding to the gemeralized eigenvalue (GE) -, By
definition. e, satisfies the relation

AS(l =~y DM % =0

Since the column space of the pencil AS(I—y ®)A*

same as the subspace spanned by the vectors =10t
follows that ¢ is orthogonal to all direction vectors.
except a;. Assuming for now that the sources are urcor-

related, 1.
Swduglers. . .ofk 15

multiplying Cex by e, yields the desired result;

O T mare e, %) mecsinrx a, 6
The resuit can be normalized to make the response at
sensor 1 equsl to unity, yielding:

Cst,
w Cre )

where u={1,0,0,...,0]".
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Estimation of Source Powers
Assuming that the estimated array response vectors
have been sormalized as described above (i.e., umty
response at sensor 1), the source powers follow from
(24):
Po 3 |67 Cepeif? . e
L ]

Note that these estimste are only valid if seasor 1 is
omai-directional, i.c., has the same response to a given
source in all directions. If this is aot the case, the esti-
mates will be in error.
Estimation of G
The array geometry can sow be found from {a;} by
solving a set of linear equations. The wminimum aumber

of direction vectors nesded is eyl to the number of 20

degrees of freedom in the semsor geometry. If more
vectors are available, at least squares fit can be used.
Note that multipie experiments are required in order 10
solve for the array geometry, simce for each dimension
in space about which arrsy pesmsetric information is
required, m direction vecton are regeired. However, in
order 1o obtain estimates of the direction vectors, no
more than m— | sources can be pressst during apy one
experiment. Thus the need for multiple experiments is
manifest.
Signal Copy (SC)

Signal copy refers 1o the weightad combination of the
sensor measurements such that the output contains the
desired signal while completely rejecting the other d - |
signals. From (22), ¢ is orthogoasal to all wavefront
direction vectors except the i* wavefront, and is there-
fore the desired weight vector for sigaal copy of the i

signal. Note that this is true even for correiated signals. @

If a usut response 1o the desired source is required, once
again the assumption of & enit response at sensor 1 to
this source becomes necessary. The weight vector is
now 4 scaied version of ¢; and usiag the constraint s,°-
wAC= | can be shown to be

an

10 TCogtil
ke "( wluti /)

In the presence of corvelused signels as often anses in
situations where multipsth is prasent, it is useful to com-
bine the information in the various wavefroats (paths).
This leads to a3 maximum likelihood (ML) beamformer
which is given by:

-,-“’--R.,-‘C‘.a,-. [¥i )]

In the absence of noise, Ray=Cyy and WMl = wSC

Similarly, optimum weight vectors for other types of &

beamformers can be determined.

SOME GENERALIZATIONS OF THE
MEASUREMENT MODEL

Though the previous discussions have been restricted 65

to specific models for the sensors eiements and noise
characteristics, ESPRIT can be generalized in a
straightforward manner to handle a larger class of prob-

38

45

55

16
lems. In this section, more general models for the ele-
ment, signal, and noise characteristics are discussed.
Correlated Noise

In the case when the additive noise is correiated (i.c.,
no loager equal to =), modifications are aecessary. If
the noise auto- and cross-covariances for the X and Y
subarrays are known 1o within a scalar. 8 solution to the
probiem is available. Let Qxx and Q. be the normalized
suto- ‘aad crom-covariance matrices of the addiuve
noise st the subarrays X and Y. Then,

ASA® = Ry ~ \&‘."’MQ“ 291

Whers AmiiRex.0ux) is the minimum GEV (multiplicity
m—d) of the matrix pair Rz, Qer). We can also find

A4 %m Ry~ A RO, {30)

WhetS Aqp Aoy} is similarly defined. At this point.
the algesiths proceeds ss before with the GE's of the
matrix peir (ASA*.ASO*A*) yielding the desired re-
suits.

Coberent Sources

The preblem formulstion discussed so far assumed
thet 89 (wo (or more) sources were fully correlsted
with each osler. This was essential in the deveiopment
of the algosithm to this point. ESPRIT relies on the
property thet the values of y for which the pencil
(ASA®~yASO®*A®) reduces in rank from d to d—!
determine ®. This is, bowever, rue only when

PASA® = yAS® A% ) up(S(] = yO)) mp(] - y). an

That is, p(I~y®) rather that p(S) determines p(A-
SA® ~yAS®°A®). This in turn is satisfied only when S
is full remk. and thus eacludes (ully coherent sources.

ESPRIT can be generalized to handle this situation
using the concept of spatial smoothing. Consider a si2-
nal enviconment where sources of degree two coher-
ency (.., fully coherest groups contain at most two
sources aach) are present. Assume that the array is now
made up of triplet (rether than doublets used earlier)
clemant clusters. Let the corresponding subarrays be
referved to 38 X, Y and Z. Assuroe, as before, that ele-
mems within a cluster sre maiched and all clusters have
a idemtical (local) geometry. Let ®xy and ®xz be the
rOLAtion operators with respect to subarray X for subar-
rays Y and Z respectively.

D‘ﬁ"\' the covariances Ru.R”.Rg.R‘” and R in
the usual manner, we note that

CaoRg=Amn®[ A0 y2SO 2’4" (3
and
R = AS Ogz4". G
Ry = 4GSOy 4"
Now consider the mastrix pencil
Cu+Ca)=Ay+Ry)uAMS+O 12502
Wi-y®gpae (34)

it is essy to show that for a degree two coherency
model,
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HS+Or2380 12" =t % (GSVD) of data matrices and is briefly described be-
low.
Therefore. the rank of the smoothed wavefront covari- Let X and Y be mx N data mastrices containing N

ance matrix has beem restored. Hence, (I-y®) once simuitaneous snapshots x(t) and y(t) respectively;
again coatrots rask of the smoothed pencil in (34), and ¢

the GE's of the pair {Cax+CamRoy+ Ry} determine the - R
DOA's. Further, for arbitrary degree of coberency it i i on
can be shown that the number of elements needed in 2 Y = e Ky K

ciuster is equal to the degree of coherence plus one.
Mismatched Doublets

Thrqmenmfwﬁ.doﬁhuwbem X = UpSyve an
matched in gain and phase response (at least in the di-
rections from which the wavefrouts are expected) can s Y= Uplyi~
1
where Uy and Uy are the ;m X m unitary matrices con-

10 The GSVD of the matrix pair (X.Y) is given by:

be reiaxed as shown beiow.
1. Uniform Mismatch—The requirement of pairwise ¢ _ 0
matching of doublets can be relaned 10 having the reis-  ‘Siming the lelt generalized singular vectors (LGSV's),
tive response of the sensors 10 be uniform (for any given ~ Iysad Irare mXN real rectangular matrices that have
direction) at all doublets. This reiative response, how- mmmwmmmdmﬂ
ever, can change with direction. Let A denote the di- 20 (Whose pairwise ratios are the generalized singular val-

rection matrix {or subarray X. Theu the direction ma- ues), and V is 3 nonsingular mstrix. '
trix for subarray Y can then be written as AG, where; Assuming for s moment thst there is no additive
noise, both X and Y will be rank d. Now consider the

Gadingls:. . . . 34 ¢ ] 2 pencil

and {g} are the relative responses for the doublet sen- Xy Yudll-y®hsty). . ..

sors in the directions #; It is ovident that the generalized
of the meeris peir { will sow be  Similar 10 previous discussions. whenever y=®,;, this

.Gy resulting in GE's whish 80 loager lie on the unit  pencil will decresse in rank from d to d—1. Now con-
circle. If the reiative gain ranpowse (G4) is real, the GE's 30 sider the same pencil written in terms of its GSVD:
deviase oaly radiaily from the weit circle. Since it is the

K1) (¢1)]

the DOA www" . h;:g o X-yY = (Urly-ylripy (40)
i : is important oaly ia so -
far as the method of despwupining the aumber of signals 3 = Urlel - yI7'Up Uptph™

must be altered (the asumlier of uait circie GE's is no
longer d). On the otiser hamd, & relative phase response  This pencil will loose rank whenever v is an eigenvalue
will rotwste the GE's 88 well resulting in estimation biss  of (3~ 1Uy*UyZy). Therefore the desired ®, are the
that can be eliminated only if the reistive phase mis- cigenvalues of the product Zx-'Ur*UyZy. However,
macch is known. As aa enample of such an array of « from the underlying model in (1) and (2). it can be
mismetchod doublets, comsider X and Y sub‘rnys shown that in the absence of noise $y=ZIy, in which
which are identical across esch subarray but are mis case ®;; are also the eigenvalues of Upy*Uy.
watched between arveys. In presence of additive white sensor noise, we can
2. Random Gein and Phmes Brrors—In practice. sen-  show that asymprotically (i.c.. for large N) the GSVD
sor gains aad phases mey aec be knowe exsctly and ,, of the data matrices converges to the GSVD obuained
pairwise doublet mes ‘. be i error violating the ~ in the noiseless case except that Iy and Iy are aug-
model assumptions in - However, techniques  mented by oil. Therefore. the LGSV matrices in the
are available that exploit the wlm signal model to  presence of noise are asymptotically equal to Uy and
identify the sensor oﬁmmmm daa. Uy computed in the absence of noise, and the earlier
This is in effect 3 " of the array where o result is still applicable.
data from 8 few are used o identify gain To summarize, when given dats instead of covariance
and phase error paremeten. Tln estimates so obtained matrices, ESPRIT can operate directiy on the data by

are the used 10 calibrase the dowblets. first forming the dats matrices X and Y from the array
ENERALIZED SVD measurements. Then. the two LGSV matrices Uy and

A G, APPROACH $s Uyare computed. The desired @, are then computed as

_ The details of the compuintions in ESPRIT presented  tne cigenvalues of the product Ur*Uy. Estimates for

in the previous seetions have been based upoa the esti-  oiher model parameters as discussed previously can be

mation of the auto- and cross-covariances of the subsr-  computed in & similar manner.

ray sensor dats. However, siace the basic step in the The step of signal measurement can inciude s GSVD

aigorithm requires determining the GE's of a singular 0 of data matrices as follows:

matrix pair, it is prefarable to svoid using covariance forming the matrix Z from the available measure-

matnces, chm metend to Qperate dmy on the mm the generalized singular value de-

data. Benefius accrue not only from the resulting reduc-  composition (GSVD) of (z- 2%},

tion in matrix condition numbers, but aiso in the poten-

tial for a recursive formulation of the solution (ss op- & U 2 Em V*1,i*Edingl{o(Z°. 241}

posed to the block-recursive nsture of cigendecomposi-

tion of sample covanance matrices). This approach obuining the signal subspace estimate Sz=span Ez

leads to a generalized singular valye decompotition where
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£y
E m3afer ] ) ) - Ey

computing the singular value decomposition (SVD) of

(EXIEN Zo!) = LIV

U= {UrilUA I = disglon, . ... m}.v-[v
e g

ESPIRT covariance algorithm.

TLS ESPRIT Covariance Algocithm Summary

1. Obtain an (unconstrained) estimate of Rz2, denoted
Rzz, from the messurements Z.

2. Compute the generalized eigen-decomposition of
{Runzl}

R2zE=1.BA. ¢
3. If necessary, estimate the number of sources d.
4. Obuin the signal subspace estimste Sz=span{Ez}
and decompose it into two subspeces where
(42}
def Ey
E, -II(‘||-‘-|'3-[‘ ] .
1 4

s

2

35

5. Compute the eigendecomposition (A1 >. . . DAy, of ©

(43)

Er
Exr Exy = Er [Ex|Er] = EAL"

and partition E into d xd submstrices.

En Ey
Em .
£y Ep

6. Calculate the eigenvalues of ¥ = ~E3Ep !

(s4)

Srarg-EnEn=t) Yhal,... d )
7. Estimate the signal psrameters using Semf=1(®y).
For DOA esumation,

dpwsn = Hoarg(@1) (wod)). ()

The algorithm is based on the following resuits for
the case in which the covariance of the measurements
RzzmASA*® + 21, is assumed known. From the prop-
erties of the generalized eigendecomposition {1}, and
assuming d 3m/2, the m—d smailest generalized eigen-
values (GEs) are equal 10 & and the d generalized
eigenvectors (GEVs) corresponding to the d largest

45
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GEs satsfy span{Ez}=span{A}. Furtbermore. the
invariance structure of the array implies span{Ex}=-
span{Ey} =span{A}. Thus. there exists a nonsingular T
such that EymAT and Er=A®T. Since Exand Er

share 3 commoa column spece, o([Ex|Erj)=d which
implies there exists a matrix E#)¢ C24Xd gych that

(ExiEQ B = Ex&{® + EvEfP. (N

= ATEY + 40TE{ a0,
Deflning ¥= —EfEy9)~!, equation (10) can be
rearranged 1o yield

ATOwAGT AT YT m 4®.

(48)

(49

Assuming A to be full rank,

Therefore, the eigenvalues of w must be equal to the
disgonal eiements of ® and the eigeavectorn of ¥ equai
T. This is the key relationship in the development of
TLS ESPRIT.

When the covariance matrix is estimated from mes-
suremmns Z, span{E2} is wn estimate of Sz. This implies
with probability one that span{E r}kspas{Er}, and the
right-hand side of equation 10 is replaced by a matrix of
errors whose Frobeaius norm (i.e., toul lesst-squared
error) @ t0 be minimized. Appending a acatriviality
constraint B*EWWw] 1o eliminste the zero solution
and applying sundard Lagrange echniques (cf., (1)),
E@ is given by the cigenvectors correspoading to the d
sooallust sigenvalves of Exy*Exy. The sigenvalues of v
caiculsted from the estimated E(@) are estimates of the
diagonal elements of @.

Note that repeated roots in the set of d smallest GEs
pose 80 probiem here. A set of d orthosormal vectors is
guaranteed since Ery*Ery is a Hermitian positive
(semi-)definite mairix. Furthermore. eigeavectors are
not required. Schur vectors can be used instesd, which
is advamtageous since algorithms for obtaining Schur
vectors exhibit grester numerical stability than those for
obtaining eigenvectors.

Todal Least-Squares (TLS) GSVD ESPRIT

In many instances. it is preferable to avoid using co-
variance matrices. and insiesd 10 operate directly on the
data. Benefits accrue from the resuiting reduction in
matrix condition numbers. This approsch lesds 10 a
generalised siagular value decomposition (GSVD) of
dats mmtrices. The GSVD version of ESPRIT is ob-
tsinad by simply replacing all the eigendecompositions
with the GSVDs except for the final eigendecomposi-
tion of ¥.

A brief suramary of the TLS ESPRIT GSVD aigo-
rithm is presented below:

Comparison with the covariance matrices indicates
that the QSVD version of ESPRIT is obtained by sim-
ply replacing cigendecompositions with the associated
GSVDs. Though the GSVD sigorithm is described for
the TLS approach, the same philosophy can be used 10
obuain 3 GSVD version of the standard ESPRIT co-
variance algorithm.

(30)



